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Abstract of the contribution: This paper proposes a solution for MBMS with Local MBMS based on implementation which L.MBMS information can be provided by the V2X Application Server.
1. Discussion
There are three alternative solutions/proposals for Local MBMS for V2X.
· Solution#4 – Option 1

6.4.2.1 V2X Server Initiated Procedure (option 1) of TR 23.785 clause 6.4 Solution #4: V2X broadcast with Local MBMS Entity (LME). In this alternative solution, V2X Application Server performs session handling to the LME via MB2 interface (or new interface between V2X AS and LME).
· Solution#4 – Option 4 (based on updates by S2-163458: Further details for the LME based V2X solution) 
6.4.2.4 BM-SC Initiated Procedure (option 4) of TR 23.785 clause 6.4 Solution #4: V2X broadcast with Local MBMS Entity (LME). In this alternative solution, MBMS-GW performs session handling to the LME and new interface (called Mv) between the MBMS-GW and the LME is required.

· Local MBMS based on implementation

Proposal from S2-161936. Same proposal was capture in clause 8.2.3.1 Deployment Options of Localized MBMS based on implementation of TR 36.885.

Solution#4 – Option 4 requires a new interface called Mv. 
On the other hand, Solution#4 – Option 1 can work with neither a new interface nor interaction between the V2X Application Server and the LME when the V2X Application Sever is preconfigured with LME information (e.g. “IP multicast addressing” related for M1).
In the following procedure for Solution#4 – Option 1, the yellow highlighted parts are differences from existing procedures specified in 5.1.2.3.2 Activate MBMS Bearer Procedure of TS 23.468 and 8.3.2 MBMS Session Start Procedure for E-UTRAN and UTRAN for EPS of TS 23.246. 
	6.4.2.1
V2X Server Initiated Procedure (option 1)
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Figure 6.4.2.1-1: Local MBMS data delivery via LME initiated by V2X Server

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Sever is preconfigured with LME information (e.g. FQDN or IP address for the LME). When there is a need to establish delivery path for V2X message, the V2X Server initiates Local Distribution Request procedure with the LME. This message includes TMGI as an identifier.
3.
The LME replies with the Local Distribution Response message including the IP address/port in LME for receiving the data, and the associated information of Local MBMS Distribution, e.g., IP Source Address, and IP Multicast Address in LME for IP multicast distribution.
NOTE:
In LME, it is 1:1 mapping between the IP address/port for receiving the data, and the associated IP source address/IP Multicast address.

4.
V2X Server initiates Activation MBMS Bearer Request procedure. The message includes the information of Local MBMS Distribution (IP Mutlicast address).
5.
BM-SC initiates MBMS Session Start procedure. The MBMS Session Start Request message includes the information of Local MBMS Distribution. Upon the reception of the information of Local MBMS Distribution, the MBMS-GW will skip the normal processing for IP multicast distribution, e.g. allocate an IP multicast address.
6.
The MBMS-GW uses the received Local MBMS Distribution information in the MBMS Session Start Request message, and sends it to MME, which is forwarded to eNB/MCE.

7.
The eNB joins the IP Multicast group, which is one in the LME.
8.
LME sends the V2X Data via the IP/port address received from step 3.


In terms of affected interfaces, i.e. new parameters, MB2-C and SGmb are affected as below:

· In step 4, LME information is provided from the V2X AS to the BM-SC over MB2-C.

· In step 5, LME information is provided from the BM-SC to the MBMS-GW over SGmb.

In terms of affected behaviours in functional entities,

· The V2X Application Sever needs to be configured with LME information (e.g. FQDN or IP address for the LME). LME information can be preconfigured in the V2X AS as mentioned in step 2 or configured by interacting with the LME as described in steps 2 and 3. 
· In step 5, the BM-SC sends the received LME information to the MBMS-GW.
· In steps 5 and 6, the MBMS-GW uses the received LME information while skipping the normal processing for IP multicast distribution, e.g. allocate an IP multicast address.

· In step 8, the V2X Application Server sends MBMS data to the IP address provided to the BM-SC as LME information in step 4. However, from interface perspective, this behaviour reads “The V2X AS sends MBMS data via MB2-U”.
In one view, we could treat this proposal as implementation option. i.e., LME is viewed as user plane processing functions of BM-SC and MBMS-GW. In this case, regardless of the location of the LME or MBMS-GW which delivers V2X messages over M1 to E-UTRAN, only point which affects the behaviours of the BM-SC/MBMS-GW and LME interworking is all based on implementation. 
In this release, it is proposed to enhance MB2-C and SGmb to carry LME information to allow this LME based local MBMS implementation to be possible for latency improvements for eMBMS, but how MBMS system uses LME information is left as implementation option. This implementation option is to be documented in an Annex.

The following figure illustrates the proposal in Rel-14 for V2X.
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Figure 1: L.MBMS based MBMS data delivery
In this sense, adding "L.MBMS info" (Local MBMS information) over MB2-C and SGmb does not cause any architecture impact from standard perspective.
However, the following standardization requirements for MB2-C and SGmb are required to allow this implementation to be possible:

· In steps 2 and 4, L.MBMS info corresponds to the IP multicast address, multicast source (SSM), C-TEID.
· In step 3, if BM-SC uses the L.MBMS info from V2X Application Server then it does not return the "BM-SC IP address and port number for the user-plane" to V2X AS. If BM-SC does not use L.MBMS info from V2X AS then it returns the "BM-SC IP address and port number for the user-plane" to V2X AS as today.
· In step 4, if MBMS-GW uses the L.MBMS info from BM-SC then it skips the normal processing for IP multicast distribution, e.g. allocate an IP multicast address.
2. Proposal
New solution for MBMS latency improvements is proposed to TR 23.785. In addition, it is proposed to add Annex which captures Localized MBMS deployment options based on clause 8.2.3 “Localized MBMS” of TR 36.885 into TR 23.785.
* * * * Start of 1st Change * * * *
6.X
Solution #X: Latency improvements for eMBMS with L.MBMS based on implementation
6.X.1
Functional Description

In this solution, the V2X Application Server can provide the BM-SC with L.MBMS (Local MBMS) information, e.g. IP Source Address and IP Multicast Address for IP multicast, C-TEID. It is assumed this L.MBMS information is preconfigured in the V2X Application Server.

Within the context of MBMS architecture, this L.MBMS supports the user plane processing function of the BM-SC and MBMS-GW. It is implementation option on how BM-SC which receives the L.MBMS information from the V2X Application Server works in a holistic manner as described in Annex Y, clause Y.3 in this release.

The standardization requirement in this solution is to enhance MB2-C and SGmb to carry the L.MBMS information optionally to allow this implementation to be possible. This solution requires neither new functional entity nor new reference point.
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Figure 6.X.1-1: L.MBMS based MBMS data delivery

Standardization requirements for MB2-C and SGmb are as below in Figure 6.X.1-1:

-
In steps 2 and 4, L.MBMS info corresponds to the IP multicast address, multicast source (SSM), C-TEID.

-
In step 3, if BM-SC uses the L.MBMS info from V2X Application Server then it does not return the "BM-SC IP address and port number for the user-plane" to V2X AS. V2X AS is preconfigured with the L.MBMS's IP address and port number for the user-plane to send MBMS traffic to L.MBMS via MB2-U. If BM-SC does not use L.MBMS info from V2X Application Server then it returns the "BM-SC IP address and port number for the user-plane" to V2X Application Server as it does in Rel-13.
-
In step 4, if MBMS-GW uses the L.MBMS info from BM-SC then it skips the normal processing for IP multicast distribution, e.g. allocate an IP multicast address.
6.X.2
Procedures
Editor's note: Describes the high-level operation, procedures and information flows for the solution.
6.X.3
Impact on existing entities and interfaces
V2X Application Server:

-
The V2X Application Sever needs to be preconfigured with L.MBMS information, e.g. IP Source Address and IP Multicast Address for IP multicast distribution, C-TEID.

-
The V2X Application Server sends L.MBMS information to the BM-SC.
BM-SC:
-
The BM-SC sends the received L.MBMS information to the MBMS-GW.
MBMS-GW:
-
The MBMS-GW uses the received L.MBMS information while skipping the normal processing for IP multicast distribution, e.g. allocate an IP multicast address.

MB2-C:

-
L.MBMS information is provided from the V2X AS to the BM-SC over MB2-C.

SGmb:

-
L.MBMS information is provided from the BM-SC to the MBMS-GW over SGmb.
6.X.4
Topics for further study

Editor's Note: Topics for FFS will be collected for this particular functionality.
6.X.5
Conclusions

This solution is used as the basis for the normative work for MBMS data delivery for V2X Service.
* * * * Start of 2nd Change * * * *
Annex Y:
Localized MBMS deployment options
Y.1
General Description
In current MBMS system, the BM-SC, MBMS-GW and MME are located in the Core Network. The backhaul delay between the BM-SC and the eNB is non-negligible when calculating the end-to-end delay, especially when MBMS is used to delivery downlink V2X messages in the V2X system. To minimize the latency, it may be necessary to consider the following options:
-
To move the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB.

-
To move the user plane of MBMS CN functions (BM-SC, MBMS-GW) close to the eNB.
In order to minimize V2X latency, different deployment options can be considered as described in clause Y.2 and clause Y.3. The list of options is not exhaustive and that they are for illustration purposes only.
Y.2
Option of localized MBMS CN functions
In this case BM-SC, and MBMS-GW are located close to the eNB. This option is shown in Figure Y.2-1.
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Figure Y.2-1: Localized MBMS CN functions
Y.3
Option of localized user plane of MBMS CN functions
In this case user plane of MBMS CN functions (BM-SC and MBMS-GW) is located close to the eNB. This option is shown in Figure Y.3-1.
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Figure Y.3-1: Localized user plane of MBMS CN functions
The procedure for L.MBMS based MBMS data delivery described in clause 6.X.1 makes this deployment option possible to improve V2X latency. 
* * * * End of Changes * * * *
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